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Accurate determination of an alkali-vapor–inert-gas diffusion coefficient using coherent transient
emission from a density grating
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We demonstrate a technique for the accurate measurement of diffusion coefficients for alkali vapor in an inert
buffer gas. The measurement was performed by establishing a spatially periodic density grating in isotopically
pure 87Rb vapor and observing the decaying coherent emission from the grating due to the diffusive motion
of the vapor through N2 buffer gas. We obtain a diffusion coefficient of 0.245 ± 0.002 cm2/s at 50 ◦C and 564
Torr. Scaling to atmospheric pressure, we obtain D0 = 0.1819 ± 0.0024 cm2/s. To the best of our knowledge,
this represents the most accurate determination of the Rb-N2 diffusion coefficient to date. Our measurements
can be extended to different buffer gases and alkali vapors used for magnetometry and can be used to constrain
theoretical diffusion models for these systems.
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I. INTRODUCTION

During the last 40 years, there have been significant im-
provements in the sensitivity of vapor cell magnetometers
used for the detection of small magnetic fields and magnetic
anomalies. The development of spin-exchange relaxation-free
(SERF) atomic magnetometers [1] has allowed these sen-
sors to reach sensitivities below 1 fT/Hz1/2, competing with,
and often surpassing, superconducting (SQUID) magnetome-
ters [2] to be the most precise magnetometers in the world [3].
Atomic magnetometers operate by optically pumping alkali
vapor into a specific internal state, thereby aligning the indi-
vidual magnetic dipole moments of atoms. This net magnetic
moment will oscillate at the Larmor frequency, which is
uniquely determined by the external magnetic field. In a con-
ventional, time-domain magnetometer, the Larmor frequency
is measured by observing the absorption of a weak probe
laser [4]. SERF magnetometers achieve high precision by
preserving the alignment over extended time scales. This is
achieved by using high alkali densities and specific concentra-
tions of buffer, and quenching gases. Under these conditions
the optically pumped alkali vapor slowly diffuses with mini-
mal decoherence due to radiation trapping and spin-disrupting
collisions.

To optimize these devices, it is necessary to develop
detailed models of optical pumping of the D1 and D2
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lines in alkali atoms [5–7], and make precise measurements
of collisional cross sections [8–13] and diffusion coeffi-
cients [14,15] for relevant alkali and inert gas mixtures.
Other motivations for precise diffusion measurements in-
clude spin-polarized, high-resolution imaging using noble
gases [16], and mesospheric magnetometry involving sodium
vapor for the monitoring of Earth’s ocean currents and interior
dynamics [17].

Previous measurements of diffusion coefficients have in-
volved analyzing transient signals associated with the optical
pumping of alkali vapors [12,14,18–21], measuring the ampli-
tude decay of spin echoes in a magnetic gradient [15,22], and
analyzing the spectrum of transmitted probe light well below
the shot-noise limit to directly observe atomic motion [23].
The diffusion coefficient may also be determined indirectly
via measurements of collision cross sections [24]. Diffusion
coefficients can be inferred from these cross sections, how-
ever, such an approach would rely on the accuracy of the
intermolecular potentials used by the Chapman-Enskog for-
malism [25,26].

Table I summarizes representative values of the Rb-N2 dif-
fusion coefficient. The smallest uncertainty prior to this work
was achieved by Ref. [15] (2.5%). The discrepancy between
measurements utilizing different techniques emphasizes the
necessity of a variety of methods, subject to different sys-
tematic effects, in arriving at a more reliable measurement.
Additionally, accurate measurements of the diffusion coeffi-
cient constrain theoretical models of many particle systems.

In this paper, we present a contrasting technique that di-
rectly measures diffusion from the decay time of a long-lived,
coherent transient signal with a simple functional form. The
signal arises from a density grating which is insensitive to
magnetic fields and magnetic field gradients. The time scale of
the decay also shows a characteristic dependence on the grat-
ing spacing, which can be varied and measured precisely. The
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TABLE I. Representative measurements of the Rb-N2 diffusion coefficient at atmospheric pressure D0. Uncertainties are provided where
available.

Reference Technique D0 (cm2/s) D0 rescaled to 50 ◦Ca (cm2/s)

Wagshul et al. [12] Optical pumping relaxation 0.28 at 150 ◦Cb 0.19
Zeng et al. [14] Optical pumping relaxation 0.20 at 70 ◦C 0.18
Ishikawa et al. [15] Magnetic resonance echo 0.159 ± 0.004 at 60 ◦C 0.152 ± 0.004
McNeal et al. [18] Optical pumping relaxation 0.33 at 55 ◦C 0.32
Franz et al. [19] Optical pumping relaxation 0.16 at 32 ◦C 0.18
Erickson [20] Optical pumping relaxation 0.30 at 180 ◦C 0.18
This work Dephasing of density grating 0.1819 ± 0.0024 at 50 ◦C 0.1819 ± 0.0024

aRescaled using D ∝ T 3/2 [25,26].
bAverage of values taken at various pressures and rescaled to 1 atm.

characteristic dependence also provides a good systematic
check of the accuracy. As a result, this technique appears to
be suitable for accurate and precise measurements of diffusion
coefficients.

The rest of the paper is organized as follows: In Sec. II
we contrast a traditional, time-domain magnetometer with one
based on spatially periodic atomic coherences. We demon-
strate that for specific excitation polarizations and energy level
schemes, it is also possible to realize density gratings with the
same periodicity that are insensitive to magnetic fields. We
explain how the characteristic decay times of these gratings
can be exploited for measurements of diffusion coefficients.
In Sec. III we describe the experimental details. The diffusion
coefficient measurement is presented in Sec. IV. We conclude
with a discussion of the impact of this work on the develop-
ment of magnetometers.

II. POPULATION AND COHERENCE MAGNETOMETRY

Figure 1 shows a schematic of a well-understood, time-
domain,“population” magnetometer [4]. Here, a continuous
wave (CW) diode laser is amplified by a tapered waveguide
amplifier (TA) and used to generate a strong pump and a
weak probe that are aligned at a small angle through a va-
por cell containing an alkali sample such as rubidium. These
beams are amplitude modulated by acousto-optic modulators
(AOMs). In this example, the circularly polarized pump laser
is tuned to the 85Rb F = 3 → F ′ = 4 transition, and is used
to optically pump atoms into the F = 3, mF = 3 ground-state
magnetic sublevel, resulting in spin polarization. If a mag-
netic field is applied perpendicular to the quantization axis
defined by the pump laser, the transfer of population across
the ground-state manifold and back is modulated at the Lar-
mor frequency ωL = ( �μF · �B)/h̄. This population evolution is

FIG. 1. Schematic of time-domain population magnetometer.

detected as a periodic variance in the differential transmis-
sion of the two orthogonal circular components of the probe
beam.

The decay time of the signal—which is modulated at the
Larmor frequency—is limited first by the transit time of the
atoms through the pumping volume. If the pumping volume is
extended to encompass the entire vapor cell, then the measure-
ment time will be limited by the effect of wall collisions that
decohere the Larmor oscillations. Although the measurement
time can be extended using wall coatings, commonly available
coatings degrade at the high temperatures required for SERF
magnetometry [27]. A simpler way to extend the measurement
time is to add a high concentration of a buffer gas—such
as N2 or a noble gas—whose principle requirement is a low
spin-destruction cross section. Collisions between the alkali
atoms and the buffer gas will result in diffusive motion and
effectively increase the transit time. Under these conditions
the measurement time is limited by radiation trapping which
scrambles the atomic polarization. The addition of a small
concentration of quenching gas—such as N2—with a broad
range of resonant energies can ensure that collisional de-
excitations dominate spontaneous emission while preserving
the spin polarization. In this regime, spin-exchange collisions
between rubidium atoms, which result in a transfer to atomic
states that precess with the opposite phase, limit, the time
scale. Even so, this effect can be avoided by increasing the
alkali density until the collisional frequency is large enough
to re-initialize the phase of the Larmor precession resulting in
the so-called SERF regime.

Other transit time limited experiments involving the
configuration in Fig. 1 have been utilized for precise measure-
ments of atomic g-factor ratios [28,29]. However, this type
of magnetometer is not ideally suited for diffusion measure-
ments since the signal decay must be modeled by a complex
function which is sensitive to various mechanisms of spin
depolarization in addition to diffusion. Further, the magnetic
field response, which is also sensitive to various systematic
effects, cannot be decoupled from the signal decay. In gen-
eral, the transit time of atoms—τtransit = f R2/D, where R is
the beam radius, D is the diffusion coefficient, and f is a
form factor—is sensitive to the volume of the pump-probe
overlap region. In devices of this type, the geometry of the
overlapping region and its corresponding form factor con-
tributes substantial errors into the diffusion measurement. The
Rb-N2 diffusion coefficient has been inferred by experiments
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FIG. 2. Schematic of the coherence magnetometer.

such as this by illuminating an entire vapor cell, of simple
geometry, with a circularly polarized lamp source and mon-
itoring the transmission [14]. These measurements rely on
knowledge of the form factor of the cell geometry and still
must deconvolve magnetic field effects and all sources of spin
de-polarization.

Figure 2 shows a schematic of a “coherence” magne-
tometer. Here, a spatially modulated coherence grating is
created between adjacent magnetic sublevels of the F = 3
ground state in 85Rb by an excitation pulse that consists of
two perpendicular linear-polarized traveling waves, with wave
vectors �k1 and �k2, aligned at a small angle θ (a few mrad).
The grating is formed along the direction ��k = �k1 − �k2 as
shown in Fig. 3 and has a spatial periodicity of ∼λ/θ , where
λ = 2π/k and k is the magnitude of the wave vector k =
| �k1| = | �k2|. The grating can be detected by applying a read-
out pulse along the direction �k2, and observing the coherent
emission scattered along the phase-matched direction �k1. This
signal, called the magnetic grating free induction decay (MG-
FID) [30], exhibits a Gaussian decay with a time constant
τ = 2/kuθ , where u is the most probable speed associated
with the Maxwell-Boltzmann velocity distribution. This decay
corresponds to the thermal motion of atoms causing the grat-
ing to dephase. The scattered electric field from the grating is

FIG. 3. Upper figure shows directions of the excitation pulses,
read-out pulse, and signal. The lower figure shows the relative timing
of the pulse envelopes along �k1 and �k2 and the signal envelopes
recorded on the detector.

then given by

E (t ) = E0e−( kuθ
2 )2t2

. (1)

If the excitation pulses have opposite circular polarizations,
they will excite coherences between magnetic sublevels sep-
arated by �m = 2. The signal scattered from this coherence
grating will have the same time constant as for the case of
perpendicular linear polarizations. The dephasing time of the
grating has been used to measure the velocity distributions of
warm vapor [31,32], cold atomic gases [32,33], and atomic
beams [34].

In the presence of a magnetic field, the functional
form of the coherence can have a complicated dependence,
parametrized by the Larmor frequency. This behavior has
been described in Refs. [32,33] based on the formalism
presented in Ref. [35]. While Eq. (1) assumes the thermal
trajectory of the atoms is uninterrupted over the length scale
of the grating, in the presence of a high concentration of buffer
gas the mean-free path of Rb atoms is reduced by collisions
and may become much less than the grating spacing. In this
limit, the motion of Rb atoms becomes a random walk that can
be modeled by the diffusion equation [36–38]. This condition
is represented by

δu

	Col
� 1

kθ
. (2)

Here, δu is the average velocity change per collision and
	Col is the effective collisional rate. When Eq. (2) is satisfied,
the evolution of the ground-state density matrix ρ can be
described by the diffusion equation,

∂ρ(x, t )

∂t
= −D∇2ρ(x, t ). (3)

Here, D is the diffusion coefficient, which is inversely
proportional to the perturber pressure. D can be accurately
converted to its value at atmospheric pressure D0, using the
relationship D0P0 = DP. Here, P0 is atmospheric pressure and
P is the buffer gas pressure in the experiment [25,26]. If the
x axis is along ��k, the spatial dependence of the coherence ρ

may be written as eikθx. This results in

∂ρ(x, t )

∂t
= −(θk)2Dρ(x, t ). (4)

The solution to Eq. (4) is a decaying exponential with a
time constant (kθ )2D. The MGFID is therefore given by

E (t ) = E0e−(θk)2Dt . (5)

Under these conditions, the coherent scattering from the
grating is preserved but the signal exhibits an exponential
decay with a characteristic time constant τ = 1/(D(kθ )2).
Since (kθ )−1 represents the characteristic length scale in this
problem, namely the grating spacing, the scaling law for τ

is representative of a random walk. Therefore, the coherence
magnetometer offers a direct approach for measuring diffu-
sion rates [37]. However, this method is prone to inaccuracies
since the scattered signal has a small amplitude and is sensi-
tive to magnetic field gradients.

As a result, we have exploited an interesting aspect of the
lin-perp-lin excitation, namely that it simultaneously produces
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FIG. 4. Schematic of the experimental setup. The laser (ECDL) seeds the TA, the output of which is split by half wave plate (λ/2)—
polarizing beam splitter (PBS) and sent to the two AOMs. The two AOMs are driven by 80-MHz pulses produced by the RF generator (RF),
and their respective TTL switches. In the diffusion measurements, the coils minimize the external field (B ≈ 0). The beams are overlapped on
a nonpolarizing beam splitter (NPBS) forming the heterodyne signal recorded on the photodiodes (PD). These signals are subtracted to remove
amplitude fluctuations. The subtracted signal is mixed down on mixers (M) to DC using the RF frequency, and the RF frequency with a 90◦

phase shift provided by the phase shifter (PS). The in-phase and out-of-phase components of the signal are obtained in this manner. These
mixed-down signals are recorded and analyzed on the PC oscilloscope.

a density grating with the same period as the coherence grat-
ing. Accordingly, we are able to record decays with much
improved signal-to-noise ratios and with greater accuracy
due to the insensitivity of the density grating to magnetic
fields and field gradients. It should be noted that the den-
sity gratings used in this work can be modeled without
atomic recoil or matter-wave interference effects [39–43].
By recording the decay time as a function of angle, we
rely on Eq. (5) to measure the diffusion coefficient with
a statistical uncertainty of 1%. The novelty of the tech-
nique and the high precision are the central results of this
paper.

The density grating forms as the result of a spatially
periodic light intensity modulation in the combined (standing-
wave) excitation field [44]. This standing-wave potential
channels atoms into the nodes of the optical potential since
our excitation pulses, which are resonant with the unper-
turbed rubidium resonance, are effectively blue-detuned with
respect to the center of the collisionally broadened line. This
is because collisions red-shift the center of the atomic reso-
nance by ∼3 GHz for our experimental conditions [45,46]
due to the influence of the buffer gas potential [47]. The
channeling of atoms to the nodes produces a grating that has
a larger contrast than the coherence grating. This is evident
from a comparison of the signal strengths associated with
both gratings. We believe that the coherence grating has a
smaller contrast since there is no explicit optical pumping
stage in this experiment. Instead, the population imbalances,
required to generate a coherence, are caused by spontaneous
emission and collisional redistribution during the excitation
pulse.

III. EXPERIMENTAL DETAILS

The experiment relies on a home-built external-cavity
diode laser (ECDL) [48] that seeds a TA with ∼15 mW of
light to realize an output of 2 W [49]. The ECDL is frequency
stabilized with respect to the F = 2 → F ′ = 2, 3 crossover
peak in 87Rb using saturated absorption in a 5-cm-long vapor
cell. The output of the TA is split into two beams, each am-
plitude modulated by an 80-MHz AOM as shown in Fig. 4.
The AOMs are driven by an RF network consisting of an RF
generator, RF amplifiers, TTL switches, and pulse generators.
By adjusting the power and timing of the RF pulses, the power
and pulse sequence of the diffracted AOM output may be
varied. The upshifted beams from these AOMs, which are at a
frequency of 53 MHz below the F = 2 → F ′ = 3 resonance,
are aligned along directions �k1 and �k2 (see Fig. 3) through a
10-cm, quartz, vapor cell containing isotopically pure 87Rb
and 564 ± 2 Torr of N2. The pressure in the sealed cell was
spectroscopically determined as reported in Sec. IV. The iso-
topic purity of the cell simplifies its magnetic response but is
not required for the eventual diffusion measurement which is
insensitive to magnetic fields. The cell is insulated and main-
tained at a temperature of 50 ± 2 ◦C using a resistive heater.
As shown in Fig. 4, the cell is placed in a constant magnetic
field, transverse to the direction of laser propagation. The B
field is produced by a pair of “racetrack” coils with an ellip-
tical cross section. The undiffracted beam from the k1 AOM,
at a frequency 80 MHz below the frequency of the diffracted
beam, bypasses the cell and is combined with the beam along
�k1 on a beam splitter downstream from the cell. The outputs
of the beam splitter, that contain a heterodyne signal with a
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beat frequency of 80 MHz, are incident on a balanced detector.
This detector consists of two Si:PIN photodiodes with 1-ns
risetimes that are biased to produce signals with opposite po-
larity. The combined, 80-MHz signal from the photodiodes is
amplified and mixed down to DC to generate the in-phase and
out-of-phase components. These signal envelopes are further
amplified and recorded on a 12-bit analog to digital converter
(ADC) with a bandwidth of 125 MHz corresponding to a two-
channel acquisition rate of 250 MS/s. The total amplitude is
obtained by adding the two signal components in quadrature.
The experiment is operated at approximately 1-kHz repetition
rates using digital delay generators. The time base of these
generators is slaved to a 10-MHz rubidium atomic clock [50]
with an Allan deviation floor value of 3 × 10−13 at 1 h. The
pulses from the delay generators are coupled to the AOMs
using TTL switches. The RF generator that produces the 80-
MHz AOM drive frequency is also phase locked to the same
10-MHz output of the rubidium clock. This practice ensures
phase noise makes a negligible contribution to the error of this
measurement.

The same setup was used to generate signals from the
coherence grating (MGFID) and the density grating (as shown
in Fig. 2). The quartz vapor cell was replaced with a pyrex
cell containing a natural abundance of 85Rb and 87Rb iso-
topes and no buffer gas to record reference MGFID signals.
The important difference between this cell and the previously
mentioned cell is the absence of a buffer gas. For studies
of the population magnetometer, which were carried out in
the quartz cell containing isotopically pure 87Rb vapor, the
k2 beam was circularly polarized and served as the pump,
while the k1 beam was linearly polarized and attenuated to
serve as the probe. The signal was recorded by measuring
the differential absorption of the oppositely polarized circu-
lar components of the probe beam that are split by the λ/4
waveplate-cube beam splitter combination shown in Fig. 1. In
all of these experiments the decay of the signal is recorded
by varying the delay time of the read-out or probe pulses, and
recording the average of 80–100 repetitions.

The angle between �k1 and �k2 was measured using a scan-
ning knife edge profiler with a rotation frequency of ∼10 Hz.
The separation between the beams was measured at two lo-
cations separated by ∼2 m. The center of each beam was
located using Gaussian fits to the profiler output, allowing the
separation between beams to be determined. The variation in
the rotation frequency as a function of time was characterized
by an Allan deviation plot. The errors in the frequency and
separation were then propagated and combined in quadrature
to obtain the error in the angle. To ensure the condition for
diffusion [Eq. (2)] was met for the 564 Torr cell, the selected
angles ranged from 1.5 to 9 mrad, corresponding to grating
spacings of 10–80 μm, more than two orders of magnitude
greater than the mean-free path for 564 Torr of N2 (∼280 nm).

IV. RESULTS AND DISCUSSION

Figure 5 shows representative signals of the coherent
transients described in this paper. Figure 5(a) shows the popu-
lation magnetometer signal recorded in the pyrex vapor cell
without a buffer gas. The duration of the pump pulse was
300 ns and the duration of the weak probe pulse was 100 μs.

Here, the signal represents the intensity of the differential
absorption of the two polarization components of the probe
pulse. The decay time is principally limited by the estimated
transit time across the 3 mm × 3 mm probe beam (approxi-
mately 12 μs). The frequency of the Larmor oscillations is
consistent with the applied magnetic field. The data illustrates
the difficulty of using this signal for measurements of diffu-
sion. First, the magnetic field response must be deconvolved.
Secondly, the decay time is sensitive to the probe volume,
which must be quantified. These requirements add significant
uncertainty to any diffusion measurement. Figure 5(b) shows
the MGFID of the coherence magnetometer recorded in the
same cell as in Fig. 5(a), with k1 and k2 excitation pulse
widths of 70 ns. Each point was recorded by varying the
delay of an intense, 70-ns read-out pulse, then integrating and
adding the two components in quadrature to obtain the total
intensity. These measurements were carried out by annulling
the ambient magnetic field to avoid Larmor oscillations from
the coherence grating. A Gaussian fit to the intensity gives a
temperature of 30 ◦C which is consistent with the cell temper-
ature. The 1/θ dependence of the decay time has been verified
in Ref. [37]. The inset shows the in-phase component of the
MGFID signal in a magnetic field (13.8 G). The Larmor os-
cillation frequency of 6.5 MHz is consistent with the expected
value for this field. The inset data was taken with a single,
long, weak read-out pulse, as was done for Fig. 5(a).

Figure 5(c) shows the MGFID signal in the presence of a
magnetic field of 1.25 G, from isotopically pure 87Rb vapor in
564 Torr of N2 gas. Here, the k1 and k2 excitation pulse widths
were 1 μs. The delay time of a 100-ns, intense, read-out pulse,
was varied to record the signal decay. As in Fig. 5(b), the total
intensity of the scattered signal is displayed. The frequency
of the Larmor oscillations (1.7 MHz) is once again consistent
with the applied magnetic field. Although this signal could be
used for a diffusion measurement, it is necessary to remove
the effects of the magnetic field and residual field gradients to
obtain smooth decays. This process can be error prone, and
can only be avoided by good magnetic shielding. However,
a density grating is insensitive to magnetic field effects and
does not have shielding requirements. Additionally, as we
will show, a much larger signal-to-noise ratio can be real-
ized with a density grating. In Fig. 5(d) the width of the
excitation pulse is extended to 80 μs and the magnetic field
is reduced to 0.17 G. The coherent scattering is recorded in
the same manner as in Figs. 5(b) and 5(c) by varying the
delay time of an intense 100-ns read-out pulse. The coherent
scattering from the magnetic field-dependent coherence grat-
ing is visible at early time delays while the scattering from
the density grating dominates at later times. It is evident that
the signal from the density grating can be observed on much
longer time scales since it has a greater amplitude than the
signal from the coherence grating for suitably long excitation
pulses.

Figure 6(a) shows the signal from a long-lived density
grating recorded by varying the delay time of an intense
100-ns read-out pulse. This data was recorded over a time
scale of ∼1 h by randomizing 1000 delay times. Over this
duration we verified that the uncertainty in θ is less than
0.001 mrad by sampling the beam profile on a profile analyzer.
The signal exhibits the expected exponential decay curve
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FIG. 5. Representative responses of the coherence and population magnetometers. Field strengths are varied to clearly demonstrate the
magnetic field response over the varied time scales. (a) Decay of the spin polarization of a population magnetometer in the pyrex vapor
cell containing natural abundance of Rb and no buffer gas. With a magnetic field of 0.2 G, the observed Larmor frequency (0.433 MHz) is
consistent with this field. (b) Gaussian decay of the total signal of the coherence magnetometer in the same cell. The magnetic field is zeroed to
minimize Larmor oscillations in the decay and infer the most probable speed. The excitation pulse width is 70 ns and θ = 2 mrad. The fit gives
u = 246 m/s, which corresponds to a temperature of 30 ◦C, agreeing with the cell temperature. Inset shows the MGFID signal in a magnetic
field of 13.8 G. The Larmor oscillation frequency is 6.5 MHz. (c) The response of the coherence magnetometer in a magnetic field of 1.25 G
with 564 Torr of N2 buffer gas. The excitation pulse width is 1 μs, which ensures that the signal from the population grating is small. The
Larmor oscillation of 1.7 MHz is consistent with the applied magnetic field. (d) The response of the coherence magnetometer with a longer
excitation pulse (80 μs), θ = 5.23 mrad, and magnetic field of 0.17 G. The magnetic field response is visible at early times but the coherent
scattering from the density grating dominates at later times.

represented by the fit line. Here, the angle θ between �k1 and
�k2 was adjusted to be 1.31 ± 0.01 mrad. The magnetic fields
were also minimized using a single pair of coils to reduce
the amplitude of Larmor oscillations that are visible at the
beginning of the curve. These kinds of decay curves were
used in the diffusion measurement. The measured decay time
constant τ is 363 μs with a fit error of ±1 μs. The data also
shows that the time scale of the decay is comparable to those
obtained in all previous diffusion measurements. The value of
D (at 564 Torr) extracted from the fit on the basis of Eq. (5)
is 0.247 ± 0.008 cm2/s. Figure 6(b) shows the normalized
fit residuals which demonstrate that the model based on an
exponential fit agrees with the data.

Figure 6(c) shows the decay time constant measured as a
function of angle θ and plotted as a function of 1/θ2. This
trend demonstrates one of the key advantages of this tech-
nique, namely the ability to change the length scale on which
diffusion occurs. We note that this length scale (the grating
spacing) is significantly smaller than the beam diameter of

3 mm. Over the range of angles this ratio of the beam size
to grating spacing varies from 27 to 360, suggesting that
the transit time correction is negligible. The linear depen-
dence confirms the characteristic scaling law expected for a
diffusion-dominated system [Eq. (5)]. The slope of this line
gives D = 0.245 ± 0.002 cm2/s, which represents a statistical
uncertainty of 1%. We scale this to atmospheric pressure
and obtain D0 = 0.1819 cm2/s. The combined error in k, θ ,
and τ , computed in quadrature, is 0.9%, which is consistent
with the observed statistical error. Additionally, the variation
in cell temperature is 0.5%. These factors contribute to an
overall uncertainty of 1.3% (assuming a T 3/2 scaling law
for D [25,26]), giving an absolute error of ±0.0024 cm2/s.
We now address the most challenging source of systematic
uncertainty, associated with the pressure in the cell.

Pressure measurement

The cell pressure provided by the manufacturer was mea-
sured with a capacitance manometer with a precision of ±5%
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FIG. 6. (a) Exponential signal decay of a density grating at 564
Torr N2. The excitation pulse width is 80 μs and the delay of a 100-ns
read-out pulse is varied. Here, each excitation pulse has a single-
photon, average Rabi frequency � ≈ 10	, where 	 is the radiative
rate of the excited state. The data set consists of 1000 points. Here,
θ = 1.31 ± 0.01 mrad and the decay time τ = 363 ± 1 μs, which
together give D = 0.246 cm2/s. (b) Normalized fit residuals of the
exponential decay. (c) Fit to the decay time of the density grating as
a function of 1/θ2 showing a linear dependence. The slope gives D
= 0.245 ± 0.002 cm/s2, which represents a statistical error of 1%.
Scaling to atmospheric pressure gives D0 = 0.1819 ± 0.0024 cm2/s.

but the uncertainty in the pressure at the time of heating and
separation from the gas manifold is estimated to be around
±10%. To reduce the systematic uncertainty in the pressure
specification, we carried out an independent spectroscopic
measurement of pressure using the setup shown in Fig. 7.

FIG. 7. Schematic of experimental setup to measure the pressure
in the isotopically purified 87Rb cell. A diode laser is scanned over
∼60 GHz by scanning the current. The power of the laser is attenu-
ated using two 13-dB ND filters to avoid spectral distortions due to
optical pumping. The frequency scan is calibrated using the spectrum
of a low-pressure reference cell. Power fluctuations in the laser
output are calibrated by recording the laser intensity on a photodiode.
The pressure-broadened spectrum of the 87Rb cell is recorded using
a PMT.

Recent examples of pressure broadening studies in al-
kali vapors relevant to magnetometry are described in
Refs. [45,46,51]. In the experiment, we scanned a free-
running laser diode with an estimated linewidth of 50 MHz
across the pressure-broadened (and pressure-shifted) reso-
nances in the isotopically purified 87Rb cell. The cell was
maintained at a temperature of 47 ◦C as measured by an
array of thermocouples. These parameters are similar to the
conditions at which the diffusion measurement was recorded
(50 ◦C). At this temperature, the increase in rubidium density
compared to room temperature, as measured by the area under
the absorption spectra, was consistent with estimates from
rubidium vapor pressure curves [47,52].

The spectra from the isotopically purified 87Rb cell were
recorded on a photomultiplier tube (PMT) for a range of
logarithmically stepped laser powers from 1 − 2 μW at which
there are no detectable optical pumping effects. The laser
diode was scanned at rates of 21–106 Hz with 10 000–30 000
samples per sweep. The spectrum was obtained by averaging
560–1660 sweeps and a representative sample is shown in
Fig. 8. To provide a frequency calibration, a reference scan
was simultaneously recorded in a vapor cell containing a
natural isotopic abundance of Rb at room temperature. A pho-
todiode was used to record the laser intensity variation during
the scan. This information was used to model frequency de-
pendent intensity variations of the laser diode, such as those
caused by etalon effects and the diode gain curve.

To infer the N2 gas concentration from the measured spec-
trum, we perform a fit to the collisionally broadened and
shifted profile of 87Rb. The profile is modeled as the sum
of two Voigt profiles [47] separated by the known hyperfine
splitting of the 87Rb ground states (6.823468 GHz) [53]. Both
Voigt profiles share the same Lorentzian width and shift pa-
rameters, which are defined by a single pressure parameter
that uses the relationships measured in Ref. [46]. The ratio
of peak heights of the two Voigt profiles are assumed to be
fixed. We also use a scalable background term based on the
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FIG. 8. Absorption spectrum of the 87Rb cell near the D2 transi-
tion; ν0 denotes the vacuum resonance from the F = 2 ground state.
Background subtracted data is shown in light blue with the fit shown
in red; noise in data has been emphasized to distinguish the data
from the fit. The pressure inferred from this fit is 561.0 ± 0.43 Torr,
corresponding to a Lorentzian width of 10.267 ± 0.008 GHz, and
a shift of −3.25 ± 0.003 GHz. A representation of the low-pressure,
Doppler-broadened spectrum associated with the D2 transitions from
the F = 1 and F = 2 ground states in 87Rb (solid black) is also
shown to demonstrate the broadening and shift caused by collisions
(the amplitude change is arbitrary).

measured laser intensity. To ensure that the fit parameters
are strongly constrained, data sets obtained by increasing and
decreasing the laser frequency during the scan are fit simul-
taneously. The pressure is extracted from fits such as the one
shown in Fig. 8. This fit is superimposed on an illustration
showing the Doppler-broadened 87Rb spectrum from a cell
without buffer gas.

Figure 9 shows the inferred pressure obtained with laser
powers ranging from 1 to 2 W and an effective temperature
of 47 ◦C. We find that the fit errors typically range from

FIG. 9. Distribution of pressure measurements taken at varying
input laser powers (between 1 and 2 μW ) and laser scan rates of
106 Hz or 21 Hz, at an effective temperature of 47 ◦C. The fit errors
in the pressure parameter of the Voigt profiles are shown as error
bars. The additional spread is attributed to the ±0.5% temperature
fluctuations in the cell. The mean value of 559.0 Torr is indicated by
a pink line. The standard deviation of ±2.3 Torr is indicated by the
dashed pink lines.

0.07% to 0.2%. The scatter in the data can be attributed to
temperature fluctuations of ±1.5 ◦C over the time in which
the data was acquired. The average value was determined to
be 559 ± 2 Torr at 47 ◦C. Using the ideal gas law, this value
can be scaled to the cell temperature during the diffusion
measurement (50 ◦C) giving a pressure of 564 ± 2 Torr. This
is lower than the bound provided by the cell manufacturer
when scaled to a temperature of 50 ◦C (650 ± 65 Torr). It is
significant that the statistical uncertainty in the pressure mea-
surement has reduced the dominant systematic uncertainty
in the measurement of the diffusion coefficient from 10% to
0.4%, resulting in a negligible contribution to the overall error.

The final value, D0 = 0.1819 ± 0.0024 cm2/s, reported in
Table I has been rescaled using D0 = D′ P′

P0
, where D′ is the

diffusion coefficient measured at 50 ◦C and P′ is the pressure
inside the cell at this temperature, inferred from the pressure
measurement at 47 ◦C. Here, D0 and P0 represent the values at
atmospheric pressure.

V. CONCLUSIONS

We have demonstrated a distinctive and accurate measure-
ment of the diffusion coefficient of Rb in N2 relevant to
magnetometry. Ideally, the systematic effect due to the N2

concentration should be measured at buffer gas concentrations
of several atmospheres so that spectra can be fit to a smooth
lineshape as in Refs. [45,51]. Since the buffer gas pressure in
our isotopically purified rubidium cell could not be changed,
we fit the pressure-broadened spectrum to a function appro-
priate for our pressure range where the hyperfine splitting is
significant. From Table I it is clear that our measurement dis-
agrees with the previous most precise measurement obtained
using spin echoes [15]. Although the diffusion coefficients
measured by modeling optical pumping curves [12,14,19,20]
are in good agreement with our results, we note that these
measurements do not report error bounds.

The disagreement between our measurement and Ref. [15]
could point to unaccounted systematic effects in either tech-
nique. We also note that our inferred diffusion coefficients
depend on the low-pressure measurements of the broadening
and shift parameters in Ref. [46], which are in disagree-
ment with the same parameters determined at much higher
pressure [45,51]. However, we note that using the values in
Refs. [45,51] would also result in a discrepancy with respect
to the diffusion coefficient measurement in Ref. [15].

Systematic errors in this work that have not been explicitly
accounted for include the residual effects of wall collisions
at the cell windows and the temperature scaling law used to
rescale D0 to compare with other works in Table I, which
depends on the nature of the intermolecular potential [25,54].
This measurement can be improved further by reducing the
uncertainty in the angle measurement using a more stable spa-
tial profiler, and by increasing the number of measurements
to improve statistics. It should also be possible to carry out
this experiment in a gas manifold in which the pressure of the
buffer gas can be varied and measured precisely using both
spectroscopy and a capacitance manometer. This technique
can also be extended to other buffer gases and alkali vapors
used in magnetometry for further comparisons with theoreti-
cal models.
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